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Abstract 

Traditional facial expression recognition cannot obtain deeper high semantic features and their deep 

features from the original image, resulting in low accuracy. However, deep learning methods based on 

convolutional neural networks have become a feasible solution to the problem of facial expression 

recognition. This article is based on the Xception neural network and simplifies its network structure by 

removing the fully connected layers in traditional neural networks and replacing them with depthwise 

separable convolutions. Finally, a network model called Mini Xception is constructed for facial expression 

classification and recognition tasks. This model extracts features from the input image through convolution 

operations and trains and classifies the model through depthwise separable convolution. Its structure is 

simple, with good efficiency and accuracy. 
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1. Introduction 

In the 1970s, American scholar Ekman conducted extensive facial expression recognition experiments 

and for the first time classified facial expressions into six basic forms, including sadness, happiness, fear, 

disgust, surprise, and anger [1]. In 1978, researchers first proposed the recognition of facial expressions 

and took the first step in recognizing facial expressions. They drew design inspiration from animated videos, 

proposed relevant theories for expression recognition, and conducted further analysis, flexibly utilizing the 

functions of image encoding sequences [2]. 

The rapid development of facial expression recognition technology has attracted the attention of many 

experts and scholars [3-5]. Among them, some researchers have proposed different algorithms to solve the 

problem of facial expression recognition. For example, in 2008, S Bashyal et al. proposed using Gabor 

transform for facial expression feature extraction, and found that Gabor wavelet has good performance in 

facial expression feature extraction, and the extracted features also have good classification characteristics 

[6]. Almaev et al. combined the previously successful expression recognition based on LGBP with TOP 

extensions of other descriptors to propose a new dynamic appearance descriptor - Local Gabor Binary 

Patterns from Three Orthogonal Planes (LGBP-TOP). LGBP-TOP combines spatial and dynamic texture 

analysis with Gabor filtering, achieving unprecedented real-time recognition accuracy [7]. 

With the further development of research, the advantages of deep learning in the field of images are 

becoming increasingly prominent. The problems of cumbersome steps, low recognition rates, and weak 

robustness in traditional face recognition techniques are becoming increasingly difficult to handle, 
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especially the advantages of convolutional neural networks in the field of images, which make deep learning 

play an increasingly important role [8]. Reference [9] aims to address the issue of class imbalance in facial 

expression datasets by developing and implementing a deep learning-based classification model that uses 

synthetic images generated through Generative Adversarial Networks. The goal is to improve recognition 

accuracy for each expression. 

Traditional facial expression recognition algorithms require a lot of manual design and tuning, and 

cannot automatically learn and summarize features, requiring a lot of time. This method requires a lot of 

manual design and tuning, and often cannot accurately recognize complex facial images, requiring more 

time and lower efficiency. Facial recognition algorithms using deep learning can recognize changing factors 

such as angles, lighting, facial expressions, age, and skin color, and have adaptability and learning ability. 

Therefore, this article is based on Mini Perception for facial expression recognition. 

 

2. Facial expression recognition based on Mini-Xception Network 

2.1. Dataset 

This article uses the Fer2013 dataset, which is divided into three parts: training set, validation set, and 

testing set. Composed of 35887 facial images, 28709 are used for training, 3859 are used for validation, 

and another 3859 are used for testing. Fer2013 dataset is composed of images published on the Internet, 

which has higher complexity and diversity, and is more consistent with face images in practical application 

scenarios. The Fer2013 dataset has more expression categories, which can enable algorithms to perform 

emotion recognition more comprehensively and accurately. 

 

2.2. Data Preprocessing 

Before establishing a neural network model, the collected image data needs to be preprocessed first. 

Preprocess the detection, normalization, and data enhancement of facial positions to ensure the usability 

and trainability of the face, in response to uneven lighting and angular deviation in the original image. 

Firstly, it is necessary to perform image normalization on the dataset. By normalizing the images, the 

contrast of the images can be increased, making the targets more prominent. Image normalization is a 

commonly used preprocessing step that has a certain impact on the performance and effectiveness of various 

algorithms. The linear normalization formula is shown in (1). 

𝑋norm =
𝑋−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
                                 (1) 

Image enhancement technology is a method of generating more similar but different images by 

performing a series of processing on the original image, thereby expanding the size of the training dataset. 

Through these operations, the dataset size can be expanded, the training samples of the model can be 

increased, the problems of overfitting and underfitting can be avoided, and the generalization performance 

of the model can be improved. The dataset size is relatively small, and using image enhancement techniques 

can expand the dataset size without adding new data, improving the training ability and accuracy of the 

model. For example, by flipping or rotating images, images from different angles can be generated, 

increasing the diversity of the dataset. By cropping images, the size of the dataset can be increased without 

losing target information. By adjusting parameters such as brightness and contrast, the dynamic range of 

the image can be increased and the adaptability of the model can be improved. 

The data augmentation effect is shown in Fig. 1. 
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Fig.1. Data augmentation effect 

 

2.3. Building a Mini-Xception Network Model 

Facial expression recognition is a multi-classification problem, and increasing the number of hidden 

layers in the network can enable the model to learn and process abstract features of data more deeply. 

However, this can also lead to problems such as vanishing and exploding gradients, and long training times. 

This article uses the Mini Perception model, which is modified based on the Xception model and utilizes 

techniques such as depthwise separable convolution and global average pooling. This can further reduce 

the number of model parameters and computational complexity while maintaining high accuracy, allowing 

the model to run in real-time on embedded or mobile devices. 

As shown in Fig. 2, first establish a Mini Perception convolutional neural network model and perform 

data augmentation processing such as scaling and rotation on the data to increase the data volume. By 

incorporating data into the constructed network model, feature extraction and classification of facial 

expressions can be performed. Train the network using category labels derived from the dataset, obtain the 

optimal training model after training, and finally evaluate and test it. During the testing period, the neural 

network will maximize the predicted confidence value of a certain dimension in the output feature vector 

to determine the final classification of the input expression image. By using the Softmax activation function, 

7-dimensional feature vectors of 7 different expression types were obtained. 

 

Fig.2. Process of building models 

 

3. Experimental Results and Analysis 

3.1. Model Training 

Build a model on the Keras framework and train it using the preprocessed dataset. The training 

parameters include batch size, number of training rounds, number of output categories, etc. The parameter 

settings are shown in Table 1. 
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Table 1. Training parameter settings 

Parameter Value 

Batch Size 32 

Epoch 10000 

Patience 50 

Num Classes 7 

 

The Fer2013 dataset was expanded through data augmentation during model training, and the parameter 

settings for data augmentation are shown in Table 2. 

 

Table 2. Data augmentation parameter settings 

Expansion 

type 

Random rotation 

of images / ° 

Horizontal 

Offset 

Vertical 

offset 

Flip 

horizontal 
Scale 

Parameter [-10, 10] 0.1 0.1 Yes 0.1 

 

 

Fig.3. Output Results of Training Process 

 

When compiling the model, Adam optimizer (adaptive moment estimation) was used to optimize the 

loss function of the model, categorical cross entropy was used as the loss function, and accuracy was used 

as the evaluation metric. The Adam algorithm is a commonly used optimization algorithm that can be 

applied to the training process of almost all deep learning models. It combines gradient descent and 

momentum methods, while also using adaptive learning rates. Compared to traditional gradient descent 

methods, Adam is more convenient and efficient, can find the global optimal solution faster, and is more 

robust to hyperparameter selection. Adam's parameter update formula is: 
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𝜃𝑡+1 = 𝜃𝑡 −
𝜂

√𝜐�̃�
𝑚�̃�                               (2) 

Among them, 𝜃 is the parameter to be updated, 𝜂 is the learning rate, 𝑚�̃� is the mean of the gradient 

at the first time, √𝜐�̃� is the variance at the second time, and t is the time step. 

The model needs to minimize the loss function during the training process to achieve the best fitting 

effect on the samples and improve the accuracy of predictions. The formula is as follows: 

𝐽(𝜃) = −
1

𝑚
∑ [𝑦𝑖 𝑙𝑜𝑔 (ℎ𝜃(𝑥𝑖)) + (1 − 𝑦𝑖) 𝑙𝑜𝑔 (1 − ℎ𝜃(𝑥𝑖))]𝑚

𝑖=1            (3) 

After setting the parameters and models for training and data augmentation, the program code can be 

run to train the model, as shown in Fig. 3, which shows the training process and changes in accuracy. 

Accuracy is one of the indicators to measure the performance of a model. It can help us understand the 

performance of the model and also assist us in selecting model parameters, adjusting network structure, and 

other tasks. As the training progresses, the accuracy of the training and validation sets gradually improves, 

and both curves eventually reach a steady state. The resulting training curve is shown in Fig. 4. 

 

 

Fig.4. Training Curve 

 

 

Fig.5. Test set confusion matrix results 



International Journal of Computational Intelligence Systems and Applications (ISSN 2331-1924) 

~ 55 ~ 

3.2. Result Analysis 

In facial expression recognition tasks, confusion matrix is one of the commonly used evaluation 

methods. Usually, facial expression recognition tasks are multi class tasks, with the number of categories 

classified equal to the number of different facial expressions to be recognized. The rows and columns of 

the confusion matrix represent seven different types of expressions, such as anger, disgust, fear, happiness, 

sadness, surprise, and neutrality. By analyzing the confusion matrix, we can better understand the 

classification performance of the model. The confusion matrix is an N × N matrix, where N represents the 

number of categories classified. In this design, the category of classification is facial expressions, so N 

equals the number of expressions. The result of the confusion matrix is shown in Figure 5. 

Among them, the Mini-Xception model has a recognition rate of 66% for angry expressions, 74% for 

disgusted expressions, 55% for fearful expressions, 92% for happy expressions, 60% for sad expressions, 

82% for surprised expressions, and 72% for neutral expressions. The average recognition accuracy 

calculated is 71.57%, and the overall recognition result is relatively accurate. The recognition probability 

of different expressions varies, which may be due to the uneven number of different expressions. 

In order to verify the effectiveness of the algorithm and eliminate the randomness of the results, for 

static images: in this design, a total of 140 expression images were collected and divided into 7 types for 

expression recognition testing. The accurate number of recognition results for each type of expression was 

plotted in a bar chart, as shown in Figure 6, with 20 samples for each type of expression. Based on the 

recognition results, it can be seen that this method has the highest accuracy in recognizing happy and normal 

expressions, with 18 and 18 being recognized respectively; Sadness and anger can accurately identify 17 

and 17; 16 expressions of surprise can be accurately identified; The recognition rates of fear and disgust 

are the lowest, with 15 and 15 being recognized respectively. According to calculations, the average 

recognition rate reaches 80.7%, indicating excellent recognition performance. Sometimes, fear can be 

mistaken for surprise, which may be due to differences in facial expressions among different people, as 

well as environmental factors such as image quality and lighting conditions. Overall, the facial expression 

recognition system can accurately recognize various expressions. 

 

 

Fig.6. Test results of static expression recognition accuracy 
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For dynamic video expressions: In order to evaluate the stability and generalization performance of the 

model under different backgrounds, lighting, personnel, poses, angles, and other conditions, comparative 

experiments are needed. Therefore, different people were selected to record videos with different poses and 

angles in different backgrounds. Screenshots were taken from the videos, and 20 facial expressions were 

selected for each category. 19 happy expressions, 18 normal expressions, 17 angry and sad expressions, 15 

scared and surprised expressions, and 14 disgusted expressions were correctly recognized. As shown in 

Figure 7. Through statistics, it can be concluded that the average recognition accuracy of the entire real-

time facial expression recognition system is 82.1%, indicating that the system has high recognition accuracy 

in practical applications. 

 

 

Fig.7. Test results of dynamic expression recognition accuracy 

 

According to the experimental results, it can be concluded that the model can effectively extract 

emotional information that humans can understand from facial expressions and make predictions on the 

captured emotions. 

 

4. Conclusion 

This design introduces the facial detection methods, feature extraction principles, and classification 

algorithms used. Based on the above theory, a Mini-Xception architecture was constructed, which uses 

Convolutional Neural Networks (CNN) to extract features from facial expression images and has strong 

learning ability and computational efficiency. It has the following advantages: 

(1) High accuracy: The Mini-Xception model has extremely high accuracy for facial expression 

classification, reaching around 72%. It achieves very high accuracy through lightweight design, data 

augmentation, etc., and can be widely applied in practical life. 

(2) Efficiency: The Mini-Xception model has a smaller model size and parameter count, allowing for 

training and testing to be completed in less time, resulting in higher efficiency. 

(3) Scalability: The facial expression recognition method based on Mini-Xception can be expanded and 

optimized by increasing the dataset and adjusting model parameters, and has good scalability. 
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