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Abstract 

The design boldly uses the image processing algorithms on LabVIEW and NI myRIO to control the 

intelligent vehicle. The software design includes the control of servo, motor and camera, NI myRIO calls 

and image processing. The processing includes the image binarization, filtering, edge detection, 

establishing the coordinates, angle measurement image matching and image color recognition processing. 

NI myRIO does some FPGA processing on the detected angle, and it gives some feedbacks for the angle 

of steering to the rotation gear in real time, so as to realize the automatic tracking and automatic 

warehousing of the intelligent vehicle.NI myRIO realizes control of the intelligent vehicle for motor: the 

speed, stop and the rotation of the motor by identifying the detected image and color. The hardware 

design includes the motor driving circuit and the buzzer driving circuit parts. 
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1. Introduction 

The design of intelligent vehicle path recognition system based on the LabVIEW image processing 

uses NI myRIO equipment and WiFi communication technology. A PC software of intelligent vehicle 

control system based on NI myRIO call and image processing algorithm is designed and developed by the 

Vision of LabVIEW software, and the intelligent vehicle path recognition procedures are built to realize 

the path recognition of the intelligent vehicle. 

 

2. The scheme of overall design 

Path recognition system of intelligent vehicle based on NI myRIO is the control core of the system. It 

is equipped with CMOS camera sensor, with the basic power circuit and motor drive circuit, which can 

realize the acquisition, storage, transfer, binarization, filter, edge detection, establishing coordinate, angle 

detection of image by LabVIEW language[1, 2] and call the camera to capture images in the LabVIEW 

programming. And then the sensor transforms angle to servo motor rotation through a number of 

algorithms, so as to realize the automatic tracking and warehousing of intelligent vehicle and so on. By 

setting the image and color detection, the control of motor rotation speed and rotation by NI myRIO is 

realized, and the smart car stops when meeting the red signs, decelerates when meeting the green signs 

and successfully turns when meeting other colors are simulated. By calling the Z axis parameters of NI 

myRIO’s three axis accelerometer, the intelligent vehicle can move at different velocities in different road 

and traffic conditions. The monitoring system is controlled by the host computer monitoring software 
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LabVIEW, which is loaded on the PC, so as to receive, display and send the speed, corner, road condition 

information and other data[3] of the intelligent vehicle, so as to monitor the movement of the intelligent 

vehicle in real time. The buzzer can achieve intelligent vehicle’s alarm function when the steering angle 

goes to a certain angle and bad road conditions appear. The realization of these functions is based on the 

feedback angle of intelligent vehicle image processing. So, the core of the entire system is the camera. Fig. 

1 shows the overall design scheme of intelligent vehicle control system. 

 

Fig. 1. Overall design scheme of intelligent vehicle control system. 

 

3. Hardware components 

Original intelligent vehicle control system will choose a large number of sensors, and the intelligent 

motion of intelligent vehicle is realized through the sensor data transmission, and the intelligent vehicle 

based on LabVIEW control system has only one camera sensor[4]. Information obtained by selected 

camera is directly related to the stability of intelligent vehicle control system and a variety of unexpected 

situations, so we must choose a camera of high performance-price ratio, good stability and high real-time 

processing performance. 

Compared to the certain limitations of other sensors for automation designers, the high-definition 

camera with USB plug can be easily applied to a variety of car plug. Thus, the working voltage of the 

camera sensor is +5V, so the vehicle slot and the computer can call the image, which is convenient. 

Through the WIFI signals, the host computer controls NI myRIO directly on the LabVIEW platform, 

then NI myRIO controls camera, motor, servo and buzzer, then the motor and servo control the movement 

of intelligent vehicle directly. NI MyRIO has three control channels A, B and C, and each channel has a 

number of different PWM ports and DIO ports, which can achieve the control by inserting the steering 

engine, motor, buzzer, etc. into NI myRIO. NI myRIO comes with the USB slot, and the camera with 

USB plug can be inserted to achieve NI myRIO image acquisition and subsequent image processing[5]. 

The control principle of NI myRIO is shown in Fig. 2. 
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Fig. 2. Control principle of myRIO NI. 

 

NI myRIO includes six analog outputs, 10 analog inputs, up to 40 digital I / O lines and audio I / O 

channels, a triaxial accelerometer, a on-board WiFi and a plurality of programmable led, which are 

integrated in a durable, closed architecture[6]. Its pin diagram is shown in Fig. 3. 

 

 

Fig. 3. Control pin diagram of NI myRIO. 

 

The control of steering engine, motor and buzzer is realized through the control of Ni myRIO PWM 

export and voltage pin. The pins and camera are controlled by a USB slot and voltage, at the same time, 

the Z axis acceleration of intelligent vehicle under bad road situation is measured using the built-in Ni 

myRIO on-board acceleration sensor. 

  

4. Software components 

The hardware settings consist of a steering gear, an electric motor, a buzzer and a camera serial port 

configuration, a steering gear and a motor PWM setting, a camera opening and an image transmission 

system. Algorithm processing is mainly the image processing algorithms, including the binarization, 

filtering, edge detection, the establishment of coordinate and angle measurement. Algorithm processing 

also includes control algorithm of the steering engine and motor speed, and the control algorithm of 

buzzer call. The software overall trend is shown in Fig. 4: 
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Fig. 4. Overall trend of system setting. 

 

Although the design is path recognition of intelligent vehicle based on the LabVIEW image 

processing, it still needs to configure the hardware. Presented here is for hardware function of LabVIEW, 

so the main software flow of the system as shown in Fig. 5 is adopted when controlling the hardware: 

 

Fig. 5. Main software flow of the system. 

 

In order to let users clearly understand the movement velocity and the surrounding environment of 

intelligent vehicle and to facilitate debugging, the image monitoring and speed panel display widgets are 

added in the front panel of the program in tracking forward and automatic storage[7]. The front panel of 

the program is shown in Fig. 6. 

 

 

Fig. 6. Automatic tracking and storage of the front panel. 

 

4.1. Hardware configuration of NI myRIO 

The communication between NI myRIO and host computer can be realized by configuring the I/O 

port of NI myRIO. And the I/O port of the motor and steering engine is directly configured with PWM, so 

that the PWM signal has a communication connection with NI myRIO I/O port[8]. At the same time, the 

camera's I/O port is directly configured with image connection and acquisition connection. When using 
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the LabVIEW language to control the hardware, it’s necessary to be familiar with the LabVIEW language 

programming environment, instead of writing all languages in a WHILE loop and letting the program 

execute by itself. The hardware must be configured in the outside of big WHILE loop, otherwise in every 

execution it’s necessary to reconfigure the hardware, which makes the loop complex and makes NI 

myRIO running messy easily. The rear panel of NI myRIO’s all hardware configuration is shown in Fig. 

7. 

 

Fig. 7. The rear panel of the hardware configuration.  

 

Here, the final PWM opening sub-VI is called, and this function sets the NI myRIO transfer and the 

input of NI myRIO PWM signal. If the PWM port settings are not set properly, it will cause the PWM 

signal invalid. And the development function of FPGA call should be used to run the program, or the data 

may show that the configuration is low.  

 

4.2. NI myRIO control algorithm 

The image processing algorithm is mainly reflected in the automatic tracking and storage algorithm[9]. 

Algorithm can achieve the intended purpose by the followed image processing sub-VIs: image cache < 

image color transfer < image binarization processing < image filtering and image edge detection < image 

edge processing < establish of image coordinates < image angle measurement. After adding the image 

color recognition, the rotation of the steering engine angle and the rotation speed of the motor can be 

achieved by examining the color of the image on the road. 

In storage operation, steering engine executes according to the algorithm so as to realize the automatic 

storage of the intelligent vehicle. If not, it enters into the automatic tracking procedure. In the automatic 

tracking procedure, image is binarized at first, which is for the next step of image edge detection and edge 

processing. The next step is to establish coordinates and angle measurement. Through a series of image 

processing, finally the deviation of the angle of intelligent vehicle can be measured, and it is fed back to  
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the intelligent vehicle steering engine in real time. Then intelligent vehicle steering engine transforms the 

measured angle into the angle that the steering engine rotation is needed, to realize the automatic tracking 

of intelligent vehicle by some specific algorithm. And buzzer algorithm is also reflected in this part. If the 

both-side corner of the steering engine exceeds 10 degrees, the buzzer will ring. If the identified color is 

red, the motor will emit a tweet, which implies a danger. If the pavement condition is not good and the 

value exceeds the set value of three axis acceleration sensor, the buzzer will also ring. At the same time, 

the motor will make the response to reduce the speed. 

Each image processing sub-VI is chosen in order to simplify the function and the page in the 

processing function of image processing algorithm. In the process of image processing, the sequence of 

selected image processing is as follows: image extraction sub-VI < edge detection sub-VI < edge 

processing sub-VI < establish the coordinates sub-VI < angle measurement sub-VI. The following is a 

description of these sub-VIs respectively. 

 

4.2.1. Image extraction sub-VI 

After entering the WHILE cycle, the image starts to cache. After cache, the pigment of image is 

extracted, then whether the settings for the parameters are accurate or not is need to notice. If the Color 

Plane settings reduce any one color, the image will be distorted before the start of processing, and there is 

no significance to perform a variety of processing. An image extraction sub-VI is shown in Fig. 8. 

 

 

Fig. 8. Image extraction sub-VI. 

 

4.2.2. Edge detection sub-VI 

When compiling the edge detection sub-VI, the setting of the image ROI needs to be noticed, and the 

ROI area can’t be too large or too small. A too large area will interfere with the image processing and a 

too small area makes the edge can’t be detected to realize the expected processing. After setting the ROI 

area, the direction of the detected straight edge should be set. If not, a good choice about reference point 

of coordinate and angle measurement is improbable. So the first step to deal with the image is to set all 

the parameters properly. When setting these parameters, an image display widget needs to be set, and to 

set parameters once again according to the image display widget until the appropriate parameters are 

found. Because the image recognition can be carried out only by detecting a straight edge in this function, 

it’s not necessary to set the coordination and selection of a number of sides. The edge detection sub-VI is 

shown in Fig. 9. 
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Fig. 9. Edge detection sub-VI. 

 

4.2.3. Edge processing sub VI 

After edge detection, the edge processing needs to be carried out. In the edge processing, the main 

function is to set the location and order of the coordinates and points for detected straight edge. When 

debugging, it’s also necessary to set an image display widget in the function, which is shown on the front 

panel by image display, until to find the right parameters. The edge processing sub-VI is shown in Fig. 

10. 

 

 

Fig. 10. Edge processing sub-VI. 
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4.2.4. Establish the coordinates sub-VI 

The angle of straight edge can’t be directly measured after straight edge’s detection, so a reference 

system, that is, the coordinates of the system needs to be set up. In this way, the angle difference value of 

the straight edge can be specifically detected. There is a question in setting the coordinate system. That is, 

when the intelligent vehicle is going forward, the first detected point is the nearest place from the 

intelligent vehicle, which is the needful coordinate set reference point. So the coordinate system is built 

up on the nearest point from the intelligent vehicle. Fig. 11 shows the sub-VI of the coordinates 

establishment. 

 

Fig. 11. Establish the coordinates sub-VI. 

 

4.2.5. Angle measurement sub-VI 

In the angle measurement function, the reference coordinates and the origin needs to be chosen. Here 

the point 2 is chosen as the origin and the Y-axis as the reference. When setting up the coordinate system, 

how to establish to simplify the subsequent angle transition of the steering engine needs to be considered. 

Certainly, the debugging process not only needs to carry out step by step at the same time looking at the 

image display, but also needs to transfer the output original data after the angle measurement process and 

the steer angle respectively, and the reference axis and the origin ultimately are determined by comparing 

and analysis. Fig. 12 is the angle measurement sub-VI. 
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Fig. 12. Angle measurement sub-VI. 

 

The algorithm processing is executed in a certain order, but it doesn’t use sequential function. The 

sequential function will cause errors of the function structure data flow, so it directly uses the error cluster 

instead of sequential function. Then not only the redundancy of function decreases, but also the error can 

be timely discovered and checked (in the case of highlighted). Automatic tracking and storage algorithm 

conditions are shown in Fig. 13. 

 

Fig. 13. Automatic tracking and storage algorithm conditions. 
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4.3. NI myRIO hardware exit 

When compiling the hardware exit program, according to the direction of data flow, firstly NI myRIO 

stops the camera dialogue orderly. Secondly it erases the camera image and exits the camera. Finally it 

releases the image. When compiling the front of the algorithm processing, there are several WHILE loops 

need to be used. In order to avoid multiple Boolean stopping to make the program confusion, local 

variables are selected to control a number of WHILE cycle’s stop[10]. But the button cannot bounce up, it 

means that it is time to start again after each time the stop button is pressed. The Boolean control module 

is added to the hardware exit section for this problem, it is shown in Fig. 14. 

 

Fig. 14. Hardware exit and Boolean control module. 

 

5. Conclusions 

The design of intelligent vehicle path recognition based on LabVIEW image processing lies in that it 

can display the speed and the road condition information in real time, and the road condition analysis 

based on the image processing algorithm can make the system more intelligent and stable. Such a system 

not only is convenient for real-time monitoring of the system, but also makes the intelligent vehicle more 

comprehensive, intelligent and adaptable. The intelligent vehicle real-time monitoring test image is 

shown in Fig. 15. 

 

Fig. 15. Intelligent vehicle real-time monitoring test image. 
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